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Abstract
The lack of empathy towards disability is a significant societal issue that hampers inclusivity and understanding. Many struggle to 
comprehend the daily challenges and experiences faced by people with disabilities, leading to ignorance, prejudice, and exclusion. 
However, empathy plays a pivotal role in addressing this problem and serves as the foundation for developing and creating better 
products, services, and environments. This article explores the potential of developing virtual reality (VR) applications to enhance 
students’ empathy towards individuals with disabilities. By increasing empathy levels, students are expected to gain significant quali-
fications in universal design (UD). The full application development process covers the most suitable head-mounted display (HMD) 
set. The implementation methodology using the Unity programming platform, the approach adopted for conducting classes using 
the developed VR application, and the deployment stage. Testing was successfully conducted on a student population, receiving pos-
itive user feedback. Through the integration of VR technology, the authors thoroughly describe how to address the empathy gap and 
equip students with essential skills for inclusive and accessible design. The findings presented in this study provide valuable guidance 
for educators and developers interested in harnessing VR’s potential to foster empathy and advance universal design practices. With 
the presented methodology and proposed application, the authors demonstrate the effectiveness of VR applications in elevating stu-
dents’ empathy levels, consequently enhancing their qualifications in universal design. Med Pr. 2023;74(3):199–210
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INTRODUCTION

The challenges of persons with disabilities can be ef-
fectively overcome by implementing universal design 
principles. Universal design aims to create products, 
environments, and services that are accessible and us-
able by people of all abilities, without the need for ad-
aptation or specialised design. By incorporating a uni-
versal design, barriers are minimised or eliminated, 
ensuring equal access and participation for everyone. 
This approach involves considering a  wide range of 
abilities and diverse needs from the outset of the de-
sign process. Universal design not only benefits indi-
viduals with disabilities but also enhances the overall 

user experience for all individuals, regardless of their 
age, size, or abilities.

However, the  lack of empathy towards disability rep-
resents a significant societal shortcoming that undermines 
inclusivity and hinders progress. Many struggle to grasp 
the daily obstacles and experiences faced by people with dis-
abilities, resulting in ignorance, bias, and marginalisation. 
However, empathy serves as a vital catalyst for change, form-
ing the bedrock upon which better products, services, and 
environments can be developed. By  embracing empathy, 
a profound understanding of the diverse needs and perspec-
tives of individuals with disabilities is gained. This under-
standing fuels the  creation of inclusive products that  ca-
ter to a  broader range of users, developing services that 
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accommodate varying abilities, and establishing environ-
ments that prioritise accessibility and equal opportunities.

In this context, embracing universal design con-
cepts, society can foster inclusivity and break down bar-
riers, enabling persons with disabilities to fully engage 
in various aspects of life, including education, employ-
ment, transportation, and social participation.

In recent years, the transformative potential of vir-
tual reality (VR) technology in education has gained 
significant attention. This scientific exploration delves 
into the exciting realm of utilising VR applications to 
enhance students’ empathy towards individuals with 
disabilities. By  immersing students in simulated envi-
ronments that replicate the challenges faced by people 
with disabilities, the goal is to cultivate heightened lev-
els of empathy, fostering a deeper understanding of uni-
versal design principles.

Drawing from real-world experiences in develop-
ing and implementing a VR application, this study of-
fers valuable insights into this immersive technology’s 
selection, development, and implementation. Choosing 
a  suitable head-mounted display (HMD) set is exam-
ined, followed by a detailed account of the application’s 
development using the  Unity programming platform. 
An instructional approach is also outlined to facilitate 
effective and meaningful learning experiences.

It was deployed and tested on a group of students to 
evaluate the impact and effectiveness of the VR applica-
tion. Preliminary results revealed positive feedback, rein-
forcing the potential of VR technology to bridge the em-
pathy gap and foster inclusive attitudes among students.

This research significantly contributes to the grow-
ing knowledge on leveraging VR applications for em-
pathy development in educational settings. By specifi-
cally addressing students’ attitudes towards individuals 
with disabilities, it sheds light on the immense potential 
of VR to enhance their qualifications in universal de-
sign. The comprehensive examination of the HMD se-
lection process, application development using Unity, 
and the  instructional approach provides practical in-
sights that educators and developers can utilise when 
implementing similar VR applications.

In summary, exploring VR applications to elevate 
students’ empathy levels and enhance their qualifica-
tions in universal design offers promising prospects. 
The  insights gained from real-world experiences shed 
light on VR application selection, development, and im-
plementation. The positive feedback from users further 
underscores the potential of VR as a powerful tool for 
fostering student empathy.

RELATED WORK

This section provides a comprehensive review of the re-
lated literature concerning developing a VR application 
for training experiences aimed at teaching empathy to 
students in the context of later teaching universal  design.

As highlighted in the  literature, empathy plays 
a  crucial role in universal design. The  study by Wat-
chorn et al. [1] presents an integrated literature review, 
emphasising the significance of empathy in understand-
ing the  needs and experiences of diverse users in the 
built environment. Similarly, Ovienmhada et al. [2] dis-
cuss the role of empathy in the inclusive design of de-
cision support systems for environmental governance, 
demonstrating its importance in creating solutions that 
cater to the needs of all individuals.

Virtual reality applications have shown promise in facil-
itating the implementation of universal design principles. 
The study by Craig et al. [3] explores the effects of coaching 
on implementing Universal Design for Learning (UDL), 
including utilising VR applications. It examines how VR 
can enhance the learning experience and support the appli-
cation of universal design principles in educational settings.

Effective teaching methods are crucial for promoting 
universal design principles among students. Baroni and 
Lazzari [4] discuss using technologies and blended learn-
ing methods in teaching universal design at the univer-
sity level. Their work sheds light on the approaches that 
can be adopted to integrate universal design principles 
into the curriculum and enhance students’ understand-
ing and application of these principles.

Virtual reality has also been explored to address specific 
challenges, such as autism and adaptive skills. The study by 
Schmidt et al. [5] evaluates a VR intervention designed to 
teach adaptive skills to adults with autism. The preliminary 
report highlights the potential of VR in providing immer-
sive and engaging experiences that promote skill develop-
ment and understanding of individuals with autism.

The literature review by Scavarelli et  al.  [6] offers 
a  comprehensive overview of the  current research 
on VR and augmented reality (AR) in social learning 
spaces. It provides insights into using VR and AR tech-
nologies for teaching socialisation skills, fostering em-
pathy, and promoting inclusive learning environments.

VIRTUAL REALITY INTERFACES

Virtual reality technology has rapidly evolved in recent 
years, with numerous companies competing to pro-
duce high-quality head-mounted displays (HMDs) that 
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provide immersive experiences  [7]. This section ex-
plores the landscape of VR hardware and HMDs, high-
lighting the key players in the industry and their notable 
contributions. From Google’s early foray into VR with 
Google Cardboard and Google Glass to the luxury VR 
headsets Varjo offers, the market is diverse and continu-
ally evolving. The amount of VR platforms is too numer-
ous to cover fully so this section will only cover a small 
chunk of the most notable and popular examples.

Commercial head-mounted displays
The HMDs are available from various manufacturers, 
with distinct features and capabilities. Now, some of 
the most important HMD products will be covered, or-
ganized by manufacturer, enhancing their characteris-
tics, main advantages, and disadvantages.

Google
Google made its mark in the  VR HMD world with 
the  introduction of Google Cardboard in 2014. This 
low-cost, smartphone-based VR platform opened 
up the possibilities of virtual reality to a  wide au-
dience. In the same year, Google unveiled Google 
Glass, an augmented reality (AR) device. Google fo-
cuses on enterprise applications with its Google Glass 
Enterprise Edition (2017) and Google Glass Enterprise 
Edition  2  (2019). Additionally, the company has in-
vested in Android AR through ARCore [8–10].

Microsoft
Microsoft gained recognition in the VR industry with the 
launch of Hololens in 2015. While HoloLens 2 (2019) 
continues to be utilised in various sectors, such as vehi-
cle manufacturing and design partnerships with compa-
nies like Kenworth, Suntory, and Toyota, Microsoft has 
shown interest in expanding its VR offerings [11–13].

Apple
Apple has recently announced plans to enter the  VR 
market with a premium VR HMD and later, a pair of 
AR glasses. Although specific details about these devices 
are scarce, Apple has demonstrated its commitment to 
VR/AR technologies through patents, such as the abil-
ity to convert any surface into a  touchscreen. Apple’s 
current presence in the VR market is mainly through its 
iOS VR/AR support via ARKit [14,15].

Valve
Valve’s VR headset, the  Valve Index (2019), has been 
highly regarded for its immersive experience. However, 

as newer headsets enter the  market, the  Valve Index 
is gradually losing popularity. Nonetheless, Valve is 
known for its exceptional VR controllers. Rumours 
about releasing a  new headset, Valve Index 2 (Project 
Deckard), are circulating, but no official launch has yet 
been confirmed [16,17].

Magic Leap
Magic Leap generated significant hype in the VR industry 
with the release of the Magic Leap One in 2018. The com-
pany heavily invested in marketing and VR development; 
however, their own devices received mixed reviews. 
The Magic Leap 2 (2022) hasn’t gained such a large fol-
lowing community compared to its predecessor. One of 
their main advantages is the  IEC 60601-1 certification 
that allows its usage on surgical operating rooms [18,19].

HTC
HTC has been a prominent producer of PC-based VR 
HMDs. Their lineup includes models like the HTC Vive 
(discontinued), HTC Vive Pro (discontinued), HTC 
Vive Pro 2, HTC Vive Cosmos, HTC Vive Cosmos 
Elite, HTC Vive Focus 3 (enterprise only), and HTC 
Vive Flow. The HTC Vive Pro 2, their latest premium 
PC headset, delivers a compelling VR experience, while 
the HTC Vive Flow represents their foray into the stand-
alone HMD market [20,21].

Meta (formerly Oculus)
Originally Oculus before being acquired by Facebook 
and later rebranded as Meta, the company has released 
a  series of standalone VR hardware. This includes 
the  Oculus Rift CV1 (discontinued), Oculus Go (dis-
continued), Oculus Rift S (discontinued), Oculus Quest 
(discontinued), Oculus Quest 2 (renamed to Meta 
Quest 2), Project Cambria (unreleased), and Quest Pro. 
The Oculus Meta Quest 2, known for its quality, content 
variety, and affordability (albeit tied to Facebook con-
nectivity), was the most popular standalone VR HMD 
for a considerable period. However, Pico has overtaken 
Quest Pro regarding market share for the newest release 
among their shared demographic [22–24].

Pico
Pico has emerged as a  competitor to Meta (formerly 
Oculus) in the  affordable yet high-quality standalone 
VR market. Initially primarily focused on the Chinese 
market due to the absence of Facebook-related restric-
tions, Pico has expanded its reach. Their lineup includes 
the Pico G2 4K, Pico G2 4K (China only), Pico Neo 3 Pro 



202 G. Zwoliński et al. VIRTUAL REALITY  l  Nr 3

(enterprise only), Pico Neo 3 Pro Eye (enterprise only), 
and Pico 4 + Pico 4 Pro. The latest release, the Pico 4, has 
gained significant attention and surpassed the popular-
ity of Meta’s latest HMD in the Western market [25–27].

HP
HP has made notable strides in the PC VR market with 
a  series of releases. These include the  HP Reverb G1, 
HP Reverb G2 v1, HP Reverb G2 V2, and HP Reverb 
G2 Omnicept (enterprise only). Collaborating with 
Valve, HP Reverb G2 V2 is considered one of the  top 
PC VR headsets currently available, offering impressive 
visual quality and immersive experiences [28,29].

Varjo
Varjo caters exclusively to the  luxury side of VR, tar-
geting high-end consumers. Their flagship product, 
the  Varjo Aero, stands out as one of the  most expen-
sive luxury VR headsets accessible to the general pub-
lic. Varjo strongly emphasises providing exceptionally 
high-resolution displays and premium features to de-
liver unparalleled virtual reality experiences [30].

Sony
Sony has made its mark in the VR market with 2 head-
sets designed to work with their PlayStation consoles. 
The first version, PlayStation VR, quickly became out-
dated. However, the newer iteration, PlayStation VR 2, 
specifically caters to the PlayStation console user mar-
ket, aiming to provide an enhanced and immersive 
gaming experience [31].

Pimax VR
Pimax VR differentiates itself by prioritising field of 
view (FoV) and resolution in their VR headsets. They 
boast some of the  highest FoV headsets available, in-
cluding the  Pimax 5K Plus, Pimax Vision 8K Plus, 
Pimax Vision 5K Super, and Pimax Vision 8KX. Pimax 
VR’s focus on delivering expansive visual experiences 
has garnered attention from VR enthusiasts seeking 
the utmost immersion [32,33].

Smartphone AR
In recent years, the  advent of smartphone AR and 
VR has expanded the  possibilities of immersive ex-
periences. Smartphones have become a popular plat-
form for AR/VR due to their widespread availabil-
ity and powerful computational capabilities. Among 
the key development tools for smartphone AR/VR are 
ARCore and ARKit, which provide frameworks for 

creating AR experiences on Android and iOS devices, 
respectively.

AR Core
ARCore, developed by Google, is an AR platform for 
Android devices. It  offers a  range of features, includ-
ing motion tracking, environmental understanding, 
and light estimation, allowing developers to create in-
teractive and realistic AR experiences. The ARCore has 
gained significant traction in the  industry and is sup-
ported by a wide range of Android devices, making it 
accessible to a large user base [34].

ARKit
On the other hand, Apple’s ARKit is specifically tailored 
for iOS devices, offering similar capabilities as ARCore. 
The ARKit provides advanced motion tracking, surface 
detection, and object recognition, enabling develop-
ers to build sophisticated AR applications. With Apple’s 
strong presence in the mobile market, ARKit has gained 
popularity among developers and users alike [35].

Development tools
To simplify the  development process and ensure 
cross-platform compatibility, tools like ARFoundation, 
introduced by Unity, have emerged. ARFoundation is 
a unifying framework that allows developers to create 
AR experiences compatible with ARKit and ARCore. 
This significantly reduces the  development effort re-
quired to target multiple platforms, making it an attrac-
tive choice for developers seeking broader reach [36].

In addition to ARCore and ARKit, other tools have 
surfaced to enhance the  creation of AR experiences. 
Snap Lens Studio, developed by Snapchat, enables users 
to build AR lenses and filters for Snapchat. It provides 
an intuitive interface and a wide range of features to cre-
ate engaging AR content [37].

Another notable tool is Adobe Project Aero, which 
empowers designers and developers to create immer-
sive AR experiences. Project Aero integrates with pop-
ular design tools like Adobe Photoshop and Illustrator, 
allowing users to transform 2D designs into interactive 
AR content easily [38].

The rise of smartphone AR/VR platforms has opened 
unities for developers, designers, and users. With their 
widespread adoption and continuous technological ad-
vancements, smartphone AR/VR platforms, fueled by 
ARCore and ARKit, offer a  powerful and accessible 
avenue for creating and experiencing immersive aug-
mented and virtual reality applications.
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Chosen hardware
The VR hardware and head-mounted display market is 
a dynamic and competitive landscape, characterised by 
numerous companies striving to offer the best immer-
sive experiences to consumers. From giants like Google, 
Microsoft, and Apple to pioneers like Magic Leap 
and Valve, each company has left its mark on the  in-
dustry. The  HTC, Meta (formerly  Oculus), Pico, HP, 
Varjo, Sony, and Pimax VR have significantly contrib-
uted to VR HMDs’ evolution, catering to diverse mar-
ket segments with varying preferences and price ranges. 
As technology advances, it is exciting to witness the on-
going innovations and improvements in VR hardware, 
ultimately enhancing users’ overall virtual reality expe-
rience worldwide.

For authors’ purposes, important selection charac-
teristics have been defined as follows:
 ■ the affordable cost, to ensure that an instruction ses-

sion could simultaneously reach more individuals,
 ■ wireless capabilities, making sure that the use of the 

HMD does not represent an additional challenge,
 ■ image quality, to ensure the  best possible user ex-

perience.
Within these requirements, the VR hardware market 

offered various options from major companies. Among 
them, the Pico 4 by Pico and the Meta Quest 2 by Meta 
stand out for their affordability and availability. Their 
lower price points have made VR more accessible to 
a broader audience, while their widespread availability 
streamlined their integration into projects. Regarding 
general availability, Smartphone AR is more accessible 
and just as intuitive to develop for small applications, 
but the platform is too diverse and hardware dependent 
for more intensive applications.

For the proposed application, the  latest Pico head-
set had not been released by the time development had 
started, and Meta Quest 2, shown in Figure 1, which 
was called Oculus Quest 2, was the best available can-
didate. It  is a  fully autonomous device with wireless 
connectivity and features a  1832  ×  1920 screen reso-
lution per eye which can run up to 120 Hz of refresh 
rate. By selecting Meta Quest 2 as the primary platform, 
excellent software support was also benefited from, 
along with the  advantage of reaching a  wider audi-
ence owing to its popularity and availability. This deci-
sion greatly facilitated the organisation of the activities 
with the participants, as the headsets eliminated the re-
quirement for additional base stations and the inconve-
nience of wired connections to a rendering computer. 
Nevertheless, a challenge was also posed regarding the 

headset’s performance limitations, necessitating me-
ticulous optimization of the graphical rendering pipe-
line and navigation through the complexities of mesh 
structures. Despite these obstacles, the accessibility and 
broad appeal offered by Meta Quest 2 made it the ideal 
choice for the VR project.

VIRTUAL REALITY APPLICATION

To ensure the successful implementation of the project, 
a rigorous methodology similar to that used in software 
project development was followed. This methodology 
was based on 5 distinct planning and requirements 
gathering, design and architecture, implementation, 
testing, and operationalisation. The goal for this project 
is to promote inclusion and foster a more inclusive de-
sign approach on a broad scale by allowing users to put 
themselves “in the shoes of others.” To achieve this ob-
jective, the functional difficulties experienced by adults 
and the  challenges faced by certain groups whose in-
herent characteristics may represent exclusion factors 
were first identified. Through an extensive question-
naire that covered a  large population  [38], the  preva-
lence of vision and mobility difficulties was identified 
as significant factors that can create daily challenges. 
Additionally, the importance of the challenges faced by 
pregnant women  [15], individuals with autism spec-
trum disorder  [10,35], and the  elderly  [34,35] was 
recognized. Pregnancy, in particular, is classified as 
“other impairments” in the World Health Organization 
International Classification of Impairments, 
Disabilities, and Handicaps [39] due to the functional 
limitations that this condition may represent, and it 
is also mentioned in the  International Classification 
of Functioning, Disability, and Health  (ICF)  [40]. 
Individuals with Autism Spectrum Disorder (ASD) can 

Figure 1. Meta Quest 2, formerly Oculus Quest 2,  
headset with the included controllers, shown right
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be highly functional, but this neurological and devel-
opmental disorder can affect how people interact with 
others, communicate, learn, and behave. People with 
autism experience difficulties with social interaction, 
communication, and imagination. Finally, the  elderly 
can face several difficulties due to mental and physical 
decline or as a consequence of disease. Despite the large 
social dimension of these groups, their needs are not al-
ways addressed.

Guidelines and requirements
When designing a  VR application, it is important to 
consider the functional requirements that must be met 
to provide users with an engaging and immersive ex-
perience  [38,41]. One of the  primary requirements is 
the  quality of the  hardware. The  VR scenario experi-
ence must be supported by a HMD capable of render-
ing high-quality graphics and animations in real-time. 
This is essential for creating a sense of presence and im-
mersion for the user. The HMD and the running soft-
ware must also be able to accurately track the  user’s 
movements and respond to their actions, minimising 
any latency or lag in the response time, and optimising 
the  application’s performance to prevent motion sick-
ness or other discomforts. In addition to these technical 
requirements, a  VR application must also be designed 
with engaging and meaningful content for the  user. 
This includes creating a  well-designed user interface 
that is easy to navigate and provides users with clear 
instructions and feedback. The  application must also 
have a purpose or goal, whether educational, entertain-
ing, or functional, that must be made clear for the user. 
Additionally, it must be designed to give users a  sense 
of accomplishment or satisfaction upon completion, e.g. 
using gamification strategies. By  addressing these as-
pects, it is expected that the design of the VR applica-
tion achieves a careful balance of technical expertise and 

design sensibility. By prioritising the needs and prefer-
ences of the user, the VR experience can be both enjoy-
able and effective, helping to achieve the desired goals. 
Furthermore, using game-like elements has benefits in 
the learning process, such as increased engagement and 
improved learning outcomes  [42]. For these reasons, 
crucial design elements must be addressed for a success-
ful improvement, such as narrative development, peda-
gogical alignment, interactivity, and feedback.

The primary objective of the proposed VR applica-
tion is to facilitate universal design education by con-
ducting interactive sessions, which, in this case, involved 
a student population. The overarching goal of the appli-
cation is to enhance users’ empathy towards common 
impairments faced by individuals with disabilities. It  is 
crucial to approach these disabilities with respect for 
the diversity and uniqueness of disabled individuals.

The application encompasses a  range of impair-
ments, including difficulties in independent mobil-
ity, various visual impairments, autism, age-related 
frailty, Alzheimer’s disease affecting memory loss, and 
the physical challenges of advanced pregnancy. The im-
mersive environment demonstrates these impairments 
to promote a  better understanding and empathy to-
wards the experiences of people with disabilities.

Several scenarios were idealized, but for the  sake of 
brevity, the  focus will be on the  description of 2, each 
designed to address different aspects of accessibility, in-
clusion, and functional challenges. The  first, as shown 
in Figure 2, takes place in a supermarket context, which 
was chosen for its universal relevance to individuals’ daily 
needs (food, hygiene, and others). The application’s envi-
ronment is set within a self-service market, allowing users 
to engage in shopping tasks. Scenarios and interactions 
within the application are designed to replicate the shop-
ping experience as closely as possible. By immersing users 
in this scenario, an experience is aimed to be created that 
is both relatable and informative, while also being able 
to cover a wide range of potential impairments and mo-
bility challenges. This scenario offers a diverse set of in-
teraction dynamics, allowing users to navigate the store, 
select items, and complete various tasks while experienc-
ing the challenges and barriers that individuals with dis-
abilities may face. As an example of a mobility challenge, 
the need to access areas of the store that are more or less 
distant or pick up a product that exists on a shelf that is 
more or less accessible in height can be cited. With a focus 
on ASD, the possibility of varying light intensity, sound 
intensity, or the number of people present in different ar-
eas of the store, situations that could cause discomfort, can Figure 2. Snapshots of the virtual reality environments
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be mentioned. To minimise the need for extensive user in-
structions, the scenarios and user interface of the VR ap-
plication are intuitively designed. The choice of a self-ser-
vice market environment was deliberate, as it is a familiar 
setting for most potential users. Leveraging users’ first-
hand knowledge of self-service shopping aims to create 
a highly intuitive VR application.

The second scenario, as shown in Figure 2, focuses on 
addressing visual impairments, allowing users to experi-
ence firsthand the various difficulties and consequences 
associated with these conditions. Through this experi-
ence, users can explore a range of visual challenges, such 
as colour blindness, low vision, and visual distortions, in 
a safe and controlled environment. By providing a vir-
tual experience that simulates real-world conditions, us-
ers can gain a  deeper understanding of the  challenges 
faced by individuals with visual impairments and de-
velop empathy towards those individuals.

MATERIAL AND METHODS

To realize the VR application, the Unity development en-
vironment was employed, which uses the C# program-
ming language. The collaborative nature of the project 
was facilitated through the use of the GitHub platform, 
enabling streamlined teamwork and version control.

For logistical, accessibility, and cost reasons, the de-
cision was made to develop the application specifically 
for the  autonomous Meta Quest 2 VR headsets. This 
choice allowed for the more accessible organisation of 
student activities, as the  headsets eliminated the  need 
for additional base stations and the  inconvenience of 
wired connections to a rendering computer. However, 
the challenge of dealing with the headset’s performance 
limitations was also presented, necessitating careful 
optimization of the  graphical rendering pipeline and 
the complexity of mesh structures.

To create the  environment for the  self-service 
store, pre-existing assets from the  official Unity Asset 
Store  [43] and custom assets created using the  free 
3D graphics software, Blender [44], were used. Due to 
the stringent hardware limitations of the target HMDs, 
mesh structures were thoroughly optimized using spe-
cialized tools such as Mesh Simplify by Ultimate Game 
Tools  [45]. This optimisation process ensured optimal 
performance while maintaining visual fidelity within 
the constraints of the Meta Quest 2 headsets.

To enhance user interaction, the application was de-
signed to support both controller input and hand-track-
ing mechanisms. By  incorporating commonly used 

gestures, users were provided with a familiar and intui-
tive way to navigate the virtual environment. The widely 
recognised pinch gesture, acting as the  trigger button 
equivalent, was implemented to facilitate interactions 
within the VR experience.

Logical structure of the developed virtual reality 
application
The VR application offers 2 distinct modes: unsuper-
vised and supervised. In  the  unsupervised mode, us-
ers can engage in exercise sessions independently, with-
out the application tracking or recording their progress. 
This mode suits individuals who prefer self-directed 
workouts or follow specific training routines without 
external supervision. On the other hand, the supervised 
mode introduces a structured environment with over-
sight and interaction between teachers and students 
during the exercise sessions.

The supervised mode necessitates internet access 
through a  wireless network to establish communica-
tion between the HMD and the supervising server. This 
connection is essential for real-time monitoring and 
control of exercise progress. Furthermore, exercise or-
ganisers, typically the  teaching staff, require access to 
a computer with internet connectivity and a web to op-
erate the HMD application’s control panel. The control 
panel allows them to oversee and guide the exercise ses-
sions effectively.

To ensure seamless and reliable communication be-
tween the HMD and the control panel, the developed 
VR application has been tested using Wi-Fi 6 infrastruc-
ture. This next-generation wireless technology provides 
enhanced speed, capacity, and efficiency, making it an 
ideal choice for supporting the  demands of a  VR ap-
plication. Using less advanced access systems may re-
sult in uncontrolled time delays, negatively impacting 
the overall performance and user experience.

The supervised mode offers several benefits, partic-
ularly in educational settings. It  facilitates post-exercise 
discussions between teachers and students, allowing for 
deeper insights, knowledge consolidation, and meaningful 
conclusions. Teachers can gauge individual participants’ 
engagement levels through these discussions, providing 
valuable feedback and personalised guidance. The super-
vised mode thus enhances the learning experience and en-
ables a more effective evaluation of students’ performance.

User interface design
The user interface (UI) of a VR application plays a cru-
cial role in facilitating user interaction and enhancing 
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the  overall user experience. This subsection presents 
the  design and implementation of a  minimalist and 
limited UI in the  developed VR application. The  UI’s 
primary function is to enable users to select parame-
ters and scenarios for their VR experiences, emphasis-
ing simplicity and usability. All elements, either graphi-
cal [46], music, special effects (FX) [47] or speech [48], 
must be carefully prepared to maximise user experi-
ence. Additionally, the  UI incorporates textual shop-
ping lists and the ability to interact with real-world ar-
tefacts within a  virtual store environment, creating 
a unique and immersive user experience.

The UI design was an iterative process that involved 
extensive consultations with focus groups of students, 
including international participants, during workshops 
conducted in the  form of a  summer school. This ap-
proach ensured diverse user perspectives and valuable 
feedback for refining the UI design. The UI was stream-
lined through multiple iterations to achieve a minimal-
ist aesthetic while maintaining its functionality. The col-
laborative design process enabled the incorporation of 
user preferences and considerations, resulting in an in-
terface that meets the needs and expectations of the tar-
get user group.

The UI serves as the gateway for users to define their 
VR experiences. It provides a straightforward selection 
process for choosing parameters and scenario types. 
Once the  selections are made, the  UI transitions into 
a strongly reduced interface, focusing solely on the nec-
essary information and controls for the chosen scenario. 
For instance, users engage with a textual shopping list, 
equipped with auto-checkbox items as they are placed 
into the  virtual shopping cart. This feature enhances 
user efficiency and reduces the  cognitive load during 
the shopping experience.

Upon successfully fulfilling the  shopping mission, 
users are notified of the task’s completion. The UI dis-
plays crucial information, including their performance 
rating, reflecting the level of task execution. This feed-
back reinforces user engagement and motivation. 
Furthermore, users are given the  choice to continue 
their interactions within the VR application or conclude 
their exercises.

To provide a deeper understanding of the challenges 
faced by individuals with disabilities, the VR experience 
incorporates selected difficulties that simulate various 
impairments. This approach allows users to empathise 
and gain insights into the obstacles faced by people with 
disabilities in real-life scenarios. Additionally, utilis-
ing real-world artefacts within the virtual environment 

enhances the immersion and authenticity of the expe-
rience.

Replicating the struggles of disabilities
The VR application was developed with meticulous at-
tention to detail, ensuring that it imprints distinct im-
pressions of the  challenges faced by people with dis-
abilities. By replicating these experiences, sensitization 
to the realities and hardships encountered by individ-
uals with diverse impairments was sought. The  inten-
tional intensification of these experiences accelerates 
the learning process and fosters empathy among future 
designers. While the amplified effects may seem exag-
gerated, their effectiveness in achieving our objectives 
within a  relatively short time frame has been proven. 
Implementing a supervised learning approach in the VR 
application allows active teacher intervention through-
out the training cycle. Teachers can modulate the inten-
sity of the user’s interactions and introduce appropriate 
modifications to the  student’s scenario, depending on 
their specific needs. This dynamic interaction empow-
ers experienced educators to attain additional training 
outcomes and optimise learning. Consequently, the pre-
pared VR application becomes an elastic and robust ed-
ucational tool capable of delivering superior results.

The use of VR applications in education, specifically 
those aimed at replicating the  challenges faced by in-
dividuals with disabilities, offers significant potential 
for enhancing learning techniques. By  immersing us-
ers in these virtual experiences, lasting impressions can 
be created that sensitize and influence future designers. 
The  deliberate intensification of these experiences ac-
celerates the  learning process while incorporating su-
pervised learning enables teachers to shape the  train-
ing scenarios to meet individual requirements actively. 
Overall, this carefully designed VR application is a pow-
erful tool for effective and adaptable education.

Simulators
The VR applications are intended to provide visual and 
auditory stimuli, covering a  limited range of the  sen-
sory palette. For these reasons, the inclusion of comple-
mentary physical accessories and simulators that ensure 
a more realistic and enriched experience has also been 
considered. These accessories are carefully designed to 
facilitate a higher level of engagement and enable users 
to experience the limitations faced by individuals with 
disabilities. Some examples of these accessories include 
wheelchairs, walkers for individuals with impaired mo-
bility, canes and crutches, geriatric suits, pregnancy suit, 
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Parkinson’s disease simulation gloves etc. Some of these 
are shown in Figure 3, where a pregnancy simulator (al-
lowing the  perception of the  impact on body biody-
namics), an elderly simulator (allowing the perception 
of body rigidity and mobility difficulties), and a wheel-
chair (allowing the experience of operating the device) 
can be observed.

By the use of these simulators, high realism in the 
user experience can be provided. The  use of assistive 
solutions that might be available is minimised to ensure 
that users encounter the same challenges faced by indi-
viduals with disabilities. With these realistic scenarios, 
the full experience aims to maximise their understand-
ing of the difficulties encountered by people with dis-
abilities. By immersing users in these virtualized expe-
riences, an increase in awareness of the challenges faced 
by individuals with disabilities is hoped for, inspiring 

a  greater commitment to accessibility and inclusivity 
in design.

TRAINING METHODOLOGY

To achieve the goal of promoting empathy and under-
standing, a user-centered pipeline has been created, as 
depicted in Figure 4, that places the  user at the  fore-
front of the VR experience. In this approach, the user 
is viewed not simply as a passive observer but as an ac-
tive participant who plays a key role in translating stim-
uli into a manifestation of empathy.

To evaluate the effectiveness of the proposed meth-
odology, the user’s empathy level towards a given con-
text is assessed. For this, a  questionnaire oriented to 
the situation the authors want to work in and to which 
the user will be exposed has been used. This is a crucial 

a) b) c)

Figure 3. Physical condition simulators (used to enhance the virtual reality user experience): a) pregnancy, b) elderly, c) wheelchair
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Figure 4. Pipeline for a closed-loop virtual reality experience controller for empathy
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step because it allows for gaining insight and qualifying 
or quantifying empathy. The EEG or other physiolog-
ical signals or biomarkers can be beneficial because it 
provides an objective value [38], but it was not used in 
this case. After the empathy assessment, the user is ex-
posed to the stimuli (VR or VR with a physical simu-
lator). In the end, they are subjected again to the same 
empathy assessment. With this, a  closed-loop sys-
tem is being used, and the  empathy gains (difference 
between the  pre- and post-stimuli assessments) can 
be used to drive further stimuli towards a reference if 
desired. The  user-centered pipeline is designed to be 
highly adaptable and flexible, allowing for customiza-
tion based on individual needs and abilities. The sight 
impairment application has a control panel, as shown 
in Figure 5, that can manually adjust the type and in-
tensity of the different diseases. But the parameters can 
also be automatically adjusted according to the  user’s 
reactions.

Therefore, by creating a virtual experience that is tai-
lored to the needs and preferences of the user, a deeper 
connection and understanding between the  user and 
the experience itself is aimed for. By prioritizing the us-
er’s input and feedback throughout the design process, 
the VR experience is ensured to be optimized for maxi-
mum impact and effectiveness. Through this approach, 
a transformative experience is aimed to be created that 
encourages users to develop greater empathy and un-
derstanding for individuals with disabilities and impair-
ments. Users have also been inquired about any discom-
fort during the use of the HMD or concerning the VR 
experience. In line with the findings in Hirota et al. [49], 
most often very positive feedback was received.

CONCLUSIONS

In this article, the potential of utilizing VR applications 
to increase empathy levels towards individuals with dis-
abilities has been discussed. By going through empathy 
training, individuals are expected to develop significant 
motivations and intrinsic greater qualifications towards 
universal design. The proposed methodologies and pre-
sented applications are based on real-world experiences 
developing such VR experiences.

Throughout the  manuscript, detailed insights have 
been provided into selecting the  most suitable HMD 
set, implementing the application using the Unity pro-
gramming platform, and the  methodology employed 
for conducting classes using the developed VR applica-
tion. By employing VR technology, the aim is to bridge 
the empathy gap and empower students with the skills 
necessary for inclusive and accessible design. The find-
ings offer valuable guidance for educators and devel-
opers interested in leveraging VR for fostering empa-
thy and advancing universal design practices. Overall, 
the  potential of VR applications to augment empathy 
levels among a student population is showcased. The re-
search outcomes and practical insights presented here 
contribute to the ongoing exploration of VR’s transfor-
mative role in promoting inclusivity and empathy in ed-
ucational settings.
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